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Problem Setting 

• 1. assigned labels are definitely positive,  

• 2. absent labels are Not necessarily negative, 

• 3. samples are allowed to take more than one label  
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Formulation 
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where d is feature dimension and m is the number of classes  

minimizing ranking loss, with only observed s  



Relationship between y and s 
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Analysis of multi-label PU ranking (a) 
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We can’t estimate mis-rank rate  
because it depends on true (unknown) label  

(mis-rank rate) 

    01sxf  jijiX s,sffp,R (pseudo mis-rank rate)  

a) Loss function should be weighted properly  



Analysis of multi-label PU ranking (b) 

optimization of loss function  



Analysis of multi-label PU ranking(b)  

b) Symmetric surrogate loss function should be used. 

Bias can be cancelled  
for symmetric surrogate loss.  



Experiment 
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